From Caption To Description: Video Dense Captioning with Knowledge Distillation
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from detected entity tokens of each video event segment
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bowl, and place the salad on the salad”

o Directly apply or append Generative Pretrained Transtormer

Model (GPT-2) to facilitate sentence-level captions generation Cos Simularity

o Existing research direction only focus on sentence-level

of each event - does not work well

captioning, which might not be specific enough

o Knowledge Distillation with GPT-2 as the teacher

e Goals Table 1: Dense captioning on the ActivityNet Captions

validation set. B4/ M/ C 1s short for BLEU4 / METEOR
/ CIDEr. The same below.

o Improve sentence-level captioning via knowledge m Feed GPT-2 with ground truth captions and pass its final

distillation with the help of strong pretrained LMs hidden state to PDVC as a supervision signal

Append an adapter to PDVC to imitate the hidden state
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details to serve as dense video description

Baseline models

e End-to-end dense video captioning with parallel decoding
(PDVC)

o Formulate the dense caption generation as a set

prediction task:

Deformable Transformer with an encoder-decoder
structure is adopted to capture the inter-frame,
inter-event, and event-frame interactions by attention
mechanism and produce a set of event query features
Two parallel prediction heads predict the boundaries
and captions for each event query simultaneously

An event counter predicts the event number N_, from

a global view and selects top N__ events

distribution of GPT-2, drop on inference

The adaptor learns to translate video captions to more
general sentences and more specific descriptions
Word-wise distillation with a masked distillation loss
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Table 2: Dense captioning on YouCook?2.
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